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INFORMATION SCIENCE, BUT 
WHAT FOR?



The big picture: the Universe is highly structured
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What we want to know from the large-scale structure

https://arxiv.org/abs/1403.1260
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Interesting cosmological signals are faint
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Large-scale structure surveys roadmap
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The growth of data, models, methods, and computers



•

The growth of data



THE FORWARD PROBLEM:
FROM THEORY TO DATA



•

The growth of computers

•

http://spec.org/
https://www.techpowerup.com/gpu-specs/


•

The growth of computers

https://www.top500.org/
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Parallelisation of N-body codes: the challenge

•

•

https://dl.acm.org/doi/10.1145/1465482.1465560
https://github.com/florent-leclercq/Moore_law_cosmosims
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The growth of models

https://github.com/florent-leclercq/Moore_law_cosmosims
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Comparative growth of data and models

https://github.com/florent-leclercq/Moore_law_cosmosims
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Perfectly parallel cosmological simulations
using spatial comoving Lagrangian acceleration (sCOLA)

non-local local

https://arxiv.org/abs/2003.04925
https://bitbucket.org/florent-leclercq/simbelmyne/src


THE INVERSE PROBLEM:
FROM DATA TO THEORY



Why proper statistics matter
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Why Bayesian inference in cosmology?
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▪No unique recovery is possible!   

https://arxiv.org/abs/0912.0201
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A simple statement about building knowledge
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Controversy: frequentism versus Bayesianism
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The theory that would not die •

•

https://bayes.wustl.edu/etj/prob/book.pdf


Bayes at work in cosmology:
The BORG algorithm (Bayesian Origin Reconstruction from Galaxies)

https://arxiv.org/abs/1203.3639
https://arxiv.org/abs/1409.6308
https://arxiv.org/abs/1806.11117
https://arxiv.org/abs/1909.06396
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What there is to learn:
Notion of information in probability theory
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https://arxiv.org/abs/1808.08271
http://www.scholarpedia.org/article/Fisher-Rao_metric
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What information is missing:
Notion of entropy in probability theory

•

https://doi.org/10.1002/j.1538-7305.1948.tb01338.x
https://www.inference.org.uk/itprnn/book.pdf
https://doi.org/10.1002/j.1538-7305.1948.tb01338.x
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Bayesian experimental design:
Information-optimal or entropy-maximal acquisition of future cosmological data 

•

https://arxiv.org/abs/2107.00657
https://arxiv.org/abs/1606.06758


THE IMITATION PROBLEM:
ALGORITHMS BEYOND BLIND 
ORACLES?
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Some examples of AI in 2024…

•
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The birth of AI
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AI algorithms: metaphors & methodology
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https://ieeexplore.ieee.org/book/6267401
https://doi.org/10.7551/mitpress/6090.003.0001
https://doi.org/10.1007/978-1-4471-1697-4
https://doi.org/10.1007/BF00116251
https://doi.org/10.1016/0370-2693(87)91197-X
https://www.elsevier.com/books/decentralized-ai/demazeau/978-0-444-88705-4
https://www.elsevier.com/books/decentralized-ai/demazeau/978-0-444-88705-4
https://doi.org/10.1214%2Faoms%2F1177699147
https://doi.org/10.3233/AIC-1994-7104
https://dl.acm.org/doi/10.5555/162580.162586
https://dl.acm.org/doi/10.5555/162580.162586
https://doi.org/10.1147/rd.33.0210
https://www.scirp.org/(S(i43dyn45teexjx455qlt3d2q))/reference/ReferencesPapers.aspx?ReferenceID=49504
https://doi.org/10.1002%2Faic.690370209
https://doi.org/10.1007/BF02478259
https://doi.org/10.1037/h0042519
https://dl.acm.org/doi/10.5555/104279.104293
https://mitpress.mit.edu/9780262680530/parallel-distributed-processing/
https://doi.org/10.1038/323533a0
https://doi.org/10.1038/nature14539
https://www.deeplearningbook.org/
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The growth of methods

https://epochai.org/
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Comparative growth of models and methods

https://github.com/florent-leclercq/Moore_law_cosmosims
https://epochai.org/


Why machine learning for cosmology?

Speed up & go beyond 
approximations

Find the information 
content

Build a posterior/evidence 
approximator

Λ

https://arxiv.org/abs/2105.02256
https://arxiv.org/abs/2105.02256
https://arxiv.org/abs/1802.03537
https://arxiv.org/abs/1802.03537
https://arxiv.org/abs/2107.07405
https://arxiv.org/abs/1805.07152
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What makes a good AI/ML model?
Associative versus causal reasoning in scientific research



Machine-aided report of unknown data contaminations
Application to SDSS-III/BOSS (LOWZ+CMASS)

https://arxiv.org/abs/1812.05113
https://arxiv.org/abs/1909.06396
https://arxiv.org/abs/1806.02789


Conclusion:
Hopes and challenges in information science for cosmology
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