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Why do we (still) need N-body codes?

ÅN-body simulations remain a basic ingredient for many cosmological 
modelling problems: galaxy clustering, ray-tracing, 21cm intensity 
mapping, Lyman-Ŭ

ÅFrequentist approach: mock surveys (e.g. DESI, Euclid, LSST) are 
used for measurements of summaries and their covariances

ÅBayesian approach: forward numerical data modelsare the new way 
to express the theory

ÅΧ ŜƳōŜŘŘŜŘ ƛƴǘƻ ŀ ƳŀǇ-based likelihood: Bayesian large-scale structure 
inference (BORG)

ÅΧ ƻǊ ƛƴ ŀ ǎƛƳǳƭŀǘƻǊ-based approach: likelihood-free inference (ABC, 
DELFI, BOLFI, SELFI)
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ÅThe main issue preventing the easy parallelisation of N-body codes is 
the long-range nature of gravitational interactions

Åά9ȄŀŎǘέ ƎǊŀǾƛǘȅ ǊŜǉǳƛǊŜǎ            ŀƭƭ-to-all communications between N
particles across the full computational volume.

Å!ǎ ŀ ŎƻƴǎŜǉǳŜƴŎŜ άŘƛǊŜŎǘ ǎǳƳƳŀǘƛƻƴέ ǎƛƳǳƭŀǘƛƻƴǎ ŀǊŜ ǳƴŀōƭŜ ǘƻ 
Ŧƻƭƭƻǿ aƻƻǊŜΩǎ ƭŀǿ ŦƻǊ /t¦ǎ όŘƻǳōƭƛƴƎ ŜǾŜǊȅ му ƳƻƴǘƘǎύ

Parallelisation of N-body codes: the challenge
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ÅMost of the work on numerical cosmology so far has focused on 
algorithms (such as tree, multipole, and mesh methods) that reduce 
the need for communicationsacross the full computational volume

ÅSince 1990, a super-exponential trend that cannot be explained only 
by increase in computer speed can be observed 

Parallelisation of N-body codes: the challenge
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But per-core compute performance is slowing down
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Single-threaded floating-point performance

+49%
per year

+23%
per year

+15%
per year

http://spec.org/
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ÅTraditional hardware architectures are reaching their physical limit.

ÅCurrent hardware development focuses on:

ÅPacking a larger number of cores into each CPU: currently           , soon               
in systems that are currently being built.

ÅDeveloping hybrid architectures with cores + accelerators: GPUs and 
reconfigurable chips such as FPGAs.

Cosmological simulations in the exascaleworld
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ÅCompute cycles are no 
longer the scarce resource. 
The cost is driven by 
interconnections.

ÅAmdahl's law: latency kills 
the gains of parallelisation

Cosmological simulations cannot merely rely on computers becoming faster to 
reduce the computational time. 

https://doi.org/10.1145/1465482.1465560
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The state of the art: beyond trillion particle simulations
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A challenging problem:

ÅPKDGRAV3 code, 2 to 8 trillion 
particles, 4000+ GPU nodes, 
350,000 node-hours

ÅCommunication-dominated 
problem: nodes are tightly 
coupled with high-performance 
networks on the Titan 
supercomputer (100 M$).

ÅSophisticated management is 
needed to maximise locality in 
the storage hierarchy (cache, 
RAM, disk I/O).


